Do User-Defined Gestures for Flatscreens Generalize to Interactive Spherical Displays for Adults and Children?
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ABSTRACT

Interactive spherical displays offer unique opportunities for engagement in public spaces. Research on flatscreen tabletop displays has mapped the gesture design space and compared gestures created by adults and children. However, it is not clear if the findings from these prior studies can be directly applied to spherical displays. To investigate this question, we conducted a user-defined gestures study to understand the gesture preferences of adults and children (ages 7 to 11) for spherical displays. We compare the physical characteristics of the gestures performed on the spherical display to gestures on tabletop displays from prior work. We found that the spherical form factor influenced users’ gesture design decisions. For example, users were more likely to perform multi-finger or whole-handed gestures on the sphere than in prior work on tabletop displays. Our findings will inform the design of interactive applications for spherical displays.
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1 INTRODUCTION

There is a growing interest in designing educational and entertainment applications for interactive spherical displays, for use in public settings [10,29,30]. Spherical displays have been deployed in museums as a teaching support for, e.g., mathematics [13], but they either support no interactivity, or interaction only via an external touchscreen [29,30]. These configurations present challenges in using spherical displays for learning. For example, using a separate interface to manipulate content displayed on the sphere can increase the cognitive load placed on learners trying to manipulate and view the content on two separate screens [14]. In 2008, Benko et al. [4] explored how to implement interaction techniques such as drag and flick on a prototype touch-driven spherical display. Only recently have spherical displays become commercially available that can support such multi-touch gestures [31,32]. Although significant progress has been made in hardware and software capabilities [9,31], little work has been done to identify specific touch interactions that would be intuitive to all users and all age groups. Existing interaction techniques for spherical displays [4,5] have primarily been designer-driven. However, for real-world use, designer-defined interactions are less discoverable and natural for users on new platforms than gestures designed by end users [16].

Prior research on flatscreen tabletop displays has mapped the gesture design space [28] and compared gestures created by adults and children [20]. However, it is not clear if the findings from these prior studies can be directly applied to interactions with spherical displays for two reasons. Firstly, spherical displays, which show the entire digital world in a continuous fashion, are metaphorically different than flatscreen displays, which act as a viewport into the larger digital world [4]. This metaphorical difference could afford different interaction styles for spherical displays versus flatscreen displays. Secondly, unlike flatscreen displays, a spherical display combines the properties of two form factors. The top portion of the display is a shared, almost horizontal surface (e.g., tabletops), while the sides of the sphere are more like vertical displays (e.g., smart walls) [4]. It has been shown that these form factors afford different interaction styles [3]. Thus, if we could characterize differences in users’ gesture preferences between spherical and flatscreen displays, we could provide clearer design recommendations for spherical displays.

The main goal of this paper is to investigate how adults and children (ages 7 to 11, ages typically targeted by learning exhibits [1]) interact with large spherical displays. To help us understand how display form factor might influence the types of gestures users would find more intuitive on spherical displays as opposed to flatscreen tabletop displays, we ran a user study by adapting the user-defined gestures methodology from Wobbrock et al. [28].
It is vital to study both children and adults because results from touchscreen studies with adults have been shown to differ for children, who have different motor and cognitive abilities [2].

We found that the spherical form factor influenced users’ gesture design decisions. Users were more likely to perform multi-finger or whole-handed gestures on the sphere than in prior work on tabletop displays. We also observed children were more likely than adults to use their left and right hands interchangeably and to try gestures with dynamic vs. static hand poses. The contributions of this paper are: (1) classification of user-defined gestures for spherical displays, based on a gesture taxonomy grounded in prior work and adapted for this context; (2) comparison of user-defined spherical display gestures to those identified in prior work for flat screens tabletops and walls; (3) characterization of similarities and differences in the gestures that children propose versus those of adults, in terms of the gesture taxonomy. These findings will aid designers in better supporting touch gestures for spherical interfaces for users of all age groups.

2 RELATED WORK
Our review focuses on: (1) interactions for spherical displays; and (2) gesture elicitation studies (user-defined gestures method).

2.1 Interactions for Spherical Displays
Prior work has explored the use of non-interactive spherical displays for learning. Hsi and Eisenberg [15] used “Science on a Sphere” (SoS) for teaching geometry and computational thinking to children in science centers. They found that using a spherical interface kept children engaged and helped them learn geometry concepts, though they did not compare to flat screens directly.

Benko et al. [4] developed the first interactive spherical display. They presented a set of designer-defined touch interactions such as dragging and scaling, as well as interactions to facilitate collaboration like flick and send-to-dark-side. However, these techniques were not evaluated with end-users to understand their gesture preferences. Bolton et al. [5] explored competitive and cooperative tasks on spherical displays in a lab study, implementing software-based “peeking” techniques to allow users to see the other parts of the display. Since interactive spherical displays have only recently become commercially available [31,32], most of this prior work has established the parameters of interaction in lab-based studies. A notable exception is an in-the-wild study conducted by Williamson et al. [24] that studied how supporting different interaction types affected dwell times at the spherical display: offering more interactive options increased dwell times as users explored more of the features. While prior work has studied interaction around spherical displays, most of the interactions are designer-defined, which are more conceptually complex and less preferred than those designed by end-users [16]. Hence, more work is needed to understand users’ gesture preferences for spherical displays.

2.2 Gesture Elicitation Studies
Several studies have used the user-defined gestures method, introduced by Wobbrock et al. [28], to elicit gestures from users (hence the other common name: gesture elicitation study) to maximize gesture guessability [27] while disregarding technical concerns. In this approach, users are shown an interface effect (known as a referent) and are asked to perform gestures they think are appropriate to cause the effect. The elicited gestures can be classified using a gesture taxonomy [28] to understand their structure (e.g., hand pose, number of fingers); this analysis provides insight into users’ preferences with respect to gesture interactions in specific contexts or with specific form factors.

Prior work comparing user-defined and designer-defined gesture sets found that users prefer user-defined gestures, because designer-defined gestures are often more complex and based on nuanced technical knowledge of the system [16]. Several studies have elicited gestures for touchscreen platforms, including large public displays [20,26,28]. Rust et al. [20] replicated the original Wobbrock et al. [28] tabletop gesture elicitation study with children and adults to understand children’s gesture preferences for interaction with multi-touch tabletops. They found that the gestures created by both age groups exhibited “legacy bias” [17], resulting in gestures influenced by prior touchscreen experience. Wittorf and Jakobsen [26] conducted a gesture elicitation study with adults for understanding wall-display interactions. They found that users’ gestures were largely influenced by prior touchscreen experience, but tended to be larger variations in comparison to prior work with small touchscreens. For example, for zooming an object, most participants suggested two-handed spreads, and only a few participants suggested finger spreads.

While these previous studies offer a solid foundation for understanding users’ gesture preferences for flat screens displays, these results may not generalize to spherical displays. In addition, the gesture elicitation methodology has only been employed with children to a limited extent [8,20]. Children have less fine motor control and different cognitive capabilities than adults [2,19]. These developmental capabilities of children contribute to key differences in how they interact with touchscreen interfaces. Thus, we used the gesture elicitation study method to understand both adults’ and children’s gesture preferences for spherical displays, and to compare the gestures they proposed to gestures previously proposed for multi-touch tabletops [28]. These insights will enable design of intuitive gestures for spherical displays.

3 SPHERICAL DISPLAY ELICITATION STUDY
We elicited touch gestures using an adaptation of the gesture elicitation approach [28]. Below we describe our methodology.

3.1 Task Selection
Our study included 17 referents divided into two higher-level categories: (1) traditional touchscreen referents, and (2) sphere-specific referents. For #1, to enable direct comparison with the gesture elicitation studies conducted with tabletop displays, we included many of the same referents that were included by Wobbrock et al. [28] and Rust et al. [20]; these referents are marked with ($) in the list below. Our referent set contained nine traditional touchscreen referents, including one practice referent. For #2, we added eight sphere-specific referents, marked s in the
list below, based on prior work on spherical displays [4,13,24,25]. Sphere-specific referents only make sense on the sphere form factor, such as rotating the sphere and sending an object to the other side of the sphere. Below is the list of all 17 referents:

- **Practice**: Bigger (t)
- **Group 1**: Turn Sphere in X (s), Turn Sphere in Y (s), Smaller (t), Flick (s), Stop Rotation (s), Move an Object (t)
- **Group 2**: Send to the Other Side (s), Next (t), Reset Sphere Rotation (s), Undo (t), Copy (t)
- **Group 3**: Remove (t), Pick One (t), Pick Many (t), Local Rotation in X (s), Local Rotation in Y (s)

### 3.2 Participants

A total of 33 participants (13 adults and 20 children) participated in our study. Five of the children were pilot study participants to help us improve our study protocol for this population. After the pilots, we introduced a think-aloud practice task, since children tended to not talk out loud about why they proposed a gesture. Two other child participants opted not to complete the study. Therefore, data from 26 participants (13 adults and 13 children) was considered for our final analysis. Adults (9F, 4M) ranged in age from 19 to 52 (M: 31.58, SD: 10.03), while children (5F, 8M) were recruited to be 7 to 11 years old (M: 9.20, SD: 1.44). We recruited participants via an email sent to a faculty list and through flyers distributed at a local museum and library. The sessions were conducted in a private room in a research lab or public library. Most children and adults (85% each) rated their general touchscreen familiarity as “average” or “expert”. In addition, most had interacted with touchscreen exhibits in science museums (children: 77% and adults: 100%). Each of the participants was given $10 and three small prizes for participating.

### 3.3 Study Methodology

During our study, participants proposed gestures for 17 total referents, including one practice referent. The 16 main referents were divided into three groups, as shown in the bulleted list, providing a mix of sphere-specific and traditional touchscreen referents within each group. The order of the groups was systematically counterbalanced across participants using a Latin Square; the order of referents within each group was kept constant. Informed by earlier work on techniques to reduce legacy bias in elicitation studies [17], we asked participants to propose three gestures for each referent (i.e., the production technique), with the aim of promoting diversity in the gestures produced. We asked participants to come up with two one-handed gestures and one two-handed gesture. To maximize children’s completion rates in this repetitive study, we added gamification elements, namely, a score that increased for each gesture, based on prior work [6].

Each participant was read the informed consent or assent form before deciding to participate. We next instructed participants in the think-aloud protocol [11], and did a practice think-aloud with them while solving a two-column addition problem. To overcome the novelty effect of the spherical display [20], we added a 5-minute play period with a fireworks application. The experimenter then walked the participant through the practice referent and the gesture rating questions, after which the 16 main referents were shown. For each referent, the experimenter read a brief description, then played a video demonstrating the referent. The first frame of the video was shown again, and the experimenter asked the participant to think aloud and propose a gesture that they thought would cause the demonstrated effect (Figure 1). Since participants were asked to propose three gestures per referent, the video was played three times for each referent.

We provide all the referent videos in a supplemental video with this paper. After participants proposed three gestures per referent, they were asked to rate each gesture for goodness of fit (“The gesture I picked is a good match for its intended use.”) and ease of use (“The gesture I picked is easy to perform.”) [28]. Participants also filled out a demographics questionnaire. Our protocol was approved by our Institutional Review Board.

The study was conducted using a Puffersphere 600M [31], a 24” diameter commercially available spherical display with a resolution of up to 1600x1600 pixels (34 ppi). The display is 1475 mm tall (58 in) and includes interior cameras to capture touches. We wrote a C# application to present referent videos to the participants. All the sessions were recorded with two video cameras recording over both shoulders of the participant. Participants’ touches were also logged by the application running on the sphere, though analysis of the touch logs is not presented in this paper. This paper focuses on characterizing the gesture design space based on user behavior on spherical displays, and comparing our results to prior work with flatscreen displays.

### 3.4 Data Analysis Procedure

With 26 participants, 16 referents, and 3 gestures per referent, a total of 1248 gestures were made (excluding the practice referent). Of these, 8 gestures by children and 2 gestures by adults were discarded because they could not come up with a gesture for that referent. We analyzed a total of 1238 gestures (622 adult and 616 child gestures), corresponding to 47 or 48 gestures per participant. To facilitate comparison between user-defined gestures for spherical and flatscreen displays, we coded the elicited gestures on four dimensions (form L/R hand, binding, flow) from Wobbrock et al.’s gesture taxonomy for tabletop displays [28]. Details on each dimension and its relevant categories are provided with our findings. Due to space constraints, we do not present the results of the think-aloud analysis, but leave that for a future paper.

We qualitatively coded our 1238 gestures in a three-phase coding process. In the first two phases, four researchers coded the same set of two randomly chosen participants (one adult and one
child) along the dimensions of Wobbrock et al.’s taxonomy, and a discussion of agreements and disagreements led to refinement of the coding dimensions. In the third phase, the four researchers independently coded gestures from 6 or 7 participants each. Each pair of researchers additionally coded a 10% random sample from each other’s data to compare interrater reliability. The average Cohen’s kappa across all dimensions and coders was 0.69 (min: 0.56, max: 0.83, SD: 0.12). This value corresponds to “substantial” agreement [15]; however, in our data, Cohen’s kappa overpenalizes disagreements because many gestures are similar in most dimensions [12]. Overall percent agreement without accounting for chance across all dimensions and coder pairs was 81% (min: 74%, max: 89%, SD: 7%). Before final analysis, we discussed disagreements to ensure that they were due to reasonable subjective judgements and not conceptual misunderstanding. Our first analysis goal was to understand the characteristics of the participants’ gestures for spherical displays, so we analyzed all the gestures for our full set of 16 referents, i.e., both sphere-specific and traditional touchscreen referents (Figure 2-a), which included 1238 gestures: 622 for adults and 616 for children. Our second goal was to understand how user-defined spherical display gestures differ from those identified for tabletops by Wobbrock et al. [28], so we directly compared the gestures performed on just the eight traditional touchscreen referents in our study to the tabletop display gestures in Wobbrock et al.’s study. This analysis included 613 gestures: 308 for adults and 305 for children (Figure 2-b). We also analyzed adults’ and children’s gestures separately to understand differences between them.

4 FINDINGS FROM GESTURE CODING

4.1 Form

The form dimension’s scope as defined by Wobbrock et al. [28] covers one hand, and in the case of bimanual gestures, we applied it separately for each hand. As in Wobbrock et al.’s taxonomy, the form dimension was divided into multiple categories. A gesture is considered one-point [touch or path] if the user touches the sphere with only one finger (e.g., one-point touch: one-finger tap and one-point path: one-finger drag). A gesture is considered static pose when the hand pose is held constant at one location (e.g., touching the sphere with an open palm), and static pose and path when the hand pose is held constant as the hand moves (e.g., two-finger swipe). A gesture’s form is dynamic pose when the hand pose changes at the same location (e.g., pinching at one spot using all five fingers) and dynamic pose and path when the hand pose changes as the hand moves (e.g., pinching while dragging).

In Wobbrock et al.’s paper, they saw that within the form dimension the most common gestures were one-point path (45.0%). In contrast, in our full referent set, the most common right-handed gestures for both children and adults were static pose and path (40.75% and 39.68%, respectively), and the second most frequent gesture type was one-point path (24.61% and 24.73%) (Figure 2-a). An example of a static pose and path gesture proposed by multiple participants includes using both hands (all fingers) to swipe upwards for the referent turn sphere in X. Even when we just compare the traditional touchscreen referents with Wobbrock et al.’s results (Figure 2-b), we still see a larger proportion of static pose and static pose and path gestures in our study than in theirs: static pose (10.26% vs. 3.7%, respectively) and static pose and path (28.94% vs. 14.0%). Across both studies, the occurrence of dynamic pose and dynamic pose and path gestures was low (under 10%). An example of a static pose and path gesture proposed for a traditional touchscreen referent is using one hand (all fingers) to drag an object towards the top of the sphere and then bringing in the next object from the right side of the sphere for the referent next.

Comparing children’s gestures to adults’ gestures for the form dimension reveals some differences. For our full referent set, we found that children proposed a lower proportion than adults of...
one-point touch gestures (8.46% vs. 15.48%, respectively) and a higher proportion than adults of dynamic pose (8.46% vs. 5.87%) and dynamic pose and path (5.91% vs. 2.49%) gestures (Figure 2-a). Even when we just compare on the traditional touchscreen referents, children also proposed a higher proportion than adults of dynamic pose and path (7.17% vs. 1.47%) gestures (Figure 2-b). An example of this type of gesture proposed by a child includes pinching over an object using all five fingers while swiping to undo an action. Although most of the children (85%) and adults (92%) in our study were right-handed, children tended to use their left hand more frequently when gesturing (50.3%, N = 616) than adults (42.4%, N = 622). In general, both children and adults more often proposed gestures that involved usage of multiple fingers on spherical displays as compared to tabletop displays, but children were more likely than adults to use their left and right hands interchangeably and try gestures with dynamic hand poses.

4.2 Binding

As in Wobbrock et al.’s [28] paper, we coded gestures in the binding dimension based on the relative position where they were performed on the sphere. Object-centric covers gestures that require information about the object being manipulated, e.g., pinching to make an object smaller. Gestures such as dragging an object towards the bottom of the display to remove it are world-dependent gestures, as they depend on the location of interaction with respect to the world. World-independent gestures occurred anywhere on the display, regardless of the relative position to the world, e.g., touching anywhere on the sphere interface to stop rotation. Gestures coded as mixed-dependent were usually world-independent in one aspect and world-dependent or object-centric in another aspect. For example, we coded a gesture for moving an object in which selection of the object to be moved is object-centric and object placement is world-independent as mixed-dependent.

In Wobbrock et al.’s paper, they saw that a majority of gestures were object-centric (70.2%) and a low proportion of gestures were world-independent (8.9%) or mixed (2.7%). Similarly, in our full referent set, we found that the majority of gestures were object-centric (61.19%) (Figure 2-a). In contrast, we did see a larger proportion of world-independent gestures in our full set of referents (20.29%) than Wobbrock et al.’s paper (8.9%). An example of a world-independent gesture includes resetting sphere rotation using one hand (all fingers, open palm) and tracing a circle anywhere on the interface, regardless of the relative position to the world. However, when we just looked at the traditional touchscreen referents, we saw a very low proportion of world-independent gestures for both children (0.33%) and adults (1.63%) (Figure 2-b). Digging into this further, for the eight sphere-specific referents alone, we found that, in general, adults proposed more continuous gestures than children for sphere-specific referents (48.41% vs. 43.41%, respectively) and more discrete gestures for traditional touchscreen referents (47.08% vs. 38.31%). In contrast, children tended to propose more continuous than discrete gestures for both sphere-specific (43.41% vs. 20.58%) and traditional touchscreen referents (48.52% vs. 38.62%). Overall, participants were more likely to propose continuous gestures. Specifically, we observed a higher proportion of continuous gestures for sphere-specific referents and a higher proportion of discrete gestures for traditional touchscreen referents for adults; however, children tended to use continuous gestures in general.

4.3 Flow

We adapted the flow dimension from Wobbrock et al.’s paper [28] for our study. A gesture’s flow is discrete if the effect of a gesture takes place only after the gesture is completed (e.g., an index finger should trace a complete R symbol to reset sphere rotation). It is continuous if the effect of the gesture should take place along with the gesture being performed (e.g., pinching gesture). We extended Wobbrock et al.’s categories for the flow dimension to include partially continuous, or mixed, gestures. Although all non-discrete gestures can be thought of as continuous, we saw participants specifically proposing compound gestures (e.g., double tap and drag) or gestures during which participants thought that the interface would keep responding (or changing) during the gesture as well as after the gesture is done. These seemed important to capture separately. An example is the flick gesture, in which the object travels along with the user’s swipe gesture and continues once the swipe is complete. While performing this gesture, the participant assumed that the object would continue to travel in the same direction even after the participant was no longer guiding or touching the object.

In Wobbrock et al.’s paper, within the flow dimension, a majority of gestures were discrete (53.5%). In contrast, for our full set of referents, the most common gestures were continuous for both children (45.95%) and adults (43.32%) (Figure 2-a). However, when we just looked at the traditional touchscreen referents, we observed a larger proportion of discrete gestures (47.08%) for adults than in our full set of referents (Figure 2-b). In addition, we observed a higher proportion of mixed gestures for our full set of referents than traditional touchscreen referents for both children (24.68% vs. 13.11%, respectively) and adults (24.28% vs. 14.61%).

We also saw differences when comparing children’s gestures to adults’ gestures. Digging into this further, for the eight sphere-specific referents alone, we found that, in general, adults proposed more continuous gestures than children for sphere-specific referents (48.41% vs. 43.41%, respectively) and more discrete gestures for traditional touchscreen referents (47.08% vs. 38.31%). In contrast, children tended to propose more continuous than discrete gestures for both sphere-specific (43.41% vs. 20.58%) and traditional touchscreen referents (48.52% vs. 38.62%). Overall, participants were more likely to propose continuous gestures. Specifically, we observed a higher proportion of continuous gestures for sphere-specific referents and a higher proportion of discrete gestures for traditional touchscreen referents for adults; however, children tended to use continuous gestures in general.

5 DISCUSSION

The main goal of our study was to understand how users’ gestures differ from the flatscreen context to the spherical context. Next, we discuss elements of the spherical display that seemed to influence how users proposed gestures, and we compare user-defined spherical display gestures to those identified in prior work on other platforms including touch walls.

Influence of the Vertical Nature of the Sphere (Form Dimension). Anthony et al. [3] and Rust et al. [20] studied gestural interactions for tabletop displays and found that most
gestures people attempted were standard touchscreen gestures (e.g., tap, drag) that did not involve usage of multiple fingers. Anthony et al. [3] also studied gestural interactions for vertical wall displays and saw that users were more likely to perform gestures that involved usage of multiple fingers on touch walls than on tabletop displays. They note that this difference might be due to different ergonomic affordances between the two form factors. Similarly, Wittrof and Jakobsen [26] in their work on interactive wall displays showed a majority of the gestures people performed included multiple fingers or the whole hand. Consistent with this prior work, for spherical displays our participants proposed more standard touchscreen gestures that involved usage of more than one finger or the whole hand (i.e., static pose and path gestures), commenting on the vertical nature of the display, as in the following think-aloud utterances: “...on a sphere it would just make more sense because of it being a sphere instead of just tapping it ... because [the phone] is flat but on a sphere, you should use all your fingers.” [child-pick one] and “It feels like if this was a picture on a wall, then I am trying to adjust it. I would take the corners and rotate them.” [adult-reset sphere rotation].

The spherical display is perhaps more analogous to a vertical wall display, since the sides of the sphere are oriented vertically in relation to the user [4]. This pattern of using gestures that involve multiple fingers on the spherical display as opposed to horizontal tabletops could be due to similarity in ergonomic affordances between touch walls and spherical displays. Since our users proposed gestures that involve usage of both one and multiple fingers for the same referents, interactions for spherical displays should support both single-touch and larger variants of gestures, such as one-and two-handed gestures for the same command, to make cross-platform gestural interaction more intuitive for users.

Preference for World-Independent Gestures on the Sphere (Binding Dimension). Both Wobbrock et al. [28] and Wittrof and Jakobsen [26] in their work on tabletop and interactive wall displays, respectively, observed a low prevalence of world-independent gestures as compared to world-dependent and object-centric gestures. Similarly, in our study users were more likely to propose object-centric or world-dependent gestures for traditional touchscreen referents. In contrast, for sphere-specific referents, a majority of gestures our users proposed were world-independent. Users expected the sphere to differentiate if the gesture should be applied to an object or the whole sphere, as in this utterance: “I want to make it more direct so that I do not select something, so I will use multiple fingers to stop it.” [adult-stop rotation]. To support this expectation, the sphere should be able to recognize and differentiate between these two cases. To ensure that the gesture is applied to an object, some users double tapped an object first to select it and then gestured. Future work should examine differences in users’ mental models while they perform object-centric and world-independent gestures to understand cues they may use in their gestures to signify the difference.

Differences between Children and Adults (Form and Flow Dimensions). We saw some differences when comparing children’s gestures to adults’ gestures across multiple dimensions. Both Anthony et al. [3] and Rust et al. [20] in their work with flat touchscreen displays with children and adults showed that children tend to try unique (i.e., nonstandard) gestures more frequently than adults. Our observations confirm this behavior is even more prevalent for spherical displays. For example, one child participant reset the sphere rotation by dragging one hand (four fingers) in a circular motion: “It is like the spiral except it is in one big circle. I was thinking the sphere would rewind.” [child-reset sphere rotation]. We saw that children were more likely than adults to use their left and right hands interchangeably and propose gestures that involved dynamic hand poses during their interaction with the sphere, for example, by pinching over an object using all five fingers while swiping it to undo an action. We also observed children proposing more continuous gestures that require ongoing recognition as the gesture is being performed and fewer discrete one-touch gestures, than did adults. Children’s inclination towards trying unique gestures is likely due in part to their tendency to explore and their curiosity about objects around them [19,21]. Touchscreens allow children to directly control interface objects, which enables them to interact with objects in a way that would not be possible with a traditional mouse [18]. Thus, to design interfaces to support children’s cognitive abilities and inventiveness, novel form factors like spherical displays must respond meaningfully to unanticipated gestures.

6 LIMITATIONS AND FUTURE WORK

Our findings point to how both the spherical form factor and developmental differences between children and adults influence users’ gesture preferences. Since Wobbrock et al.’s [28] study was conducted with people with comparatively less touchscreen experience than those in our study, prior touchscreen experience is a relevant factor in our comparison between platforms. Also, our study used a commercially available spherical display that was 24” in diameter; future work should study whether the size of the sphere would make a difference in how users propose gestures. Future work could also compare our results to other user-defined gestures beyond touchscreens [7,8,22,23]. Our paper reports physical characteristics of gestures people find intuitive to inform the design of interactions for spherical displays, which is important as such displays become more widespread in public spaces. For future work, we plan to conduct more in-depth analysis on data from our study about users’ mental models and to propose a user-defined gesture set for spherical displays.
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